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Ethical aspects of
Al in hepatology
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Overview of Al in liver
medicine & research
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Examples of Al systems in liver medicine

For patients For healthcare For scientists
professionals

Self-diagnosis of skin Al-based diagnosis of Al-based analysis of
Image- lesions via smartphone liver pathology, research image data
based Al application radiomics predicting

liver outcomes

Large language models Large language model- Large language models
Language- as symptom checkers based decision support for experimental
based Al systems design scientific writing
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What are the problems of Al in healthcare?

RESEARCH ARTICLE

Dissecting racial bias in an algorithm used to manage
the health of populations

Ziad Obermeyer*%*, Brian Powers>, Christine Vogeli*, Sendhil Mullainathan®*t

Health systems rely on commercial prediction algorithms to identify and help patients with complex
health needs. We show that a widely used algorithm, typical of this industry-wide approach and
affecting millions of patients, exhibits significant racial bias: At a given risk score, Black patients
are considerably sicker than White patients, as evidenced by signs of uncontrolled illnesses.
Remedying this disparity would increase the percentage of Black patients receiving additional

help from 17.7 to 46.5%. The bias arises because the algorithm predicts health care costs rather than
illness, but unequal access to care means that we spend less money caring for Black patients than
for White patients. Thus, despite health care cost appearing to be an effective proxy for health

by some measures of predictive accuracy, large racial biases arise. We suggest that the choice of
convenient, seemingly effective proxies for ground truth can be an important source of algorithmic
bias in many contexts.

https://t.ly/slkBH www.kather.ai DRESDEN MEETING
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What are the problems of Al in science?

from the liver to the intestine, bypassing the injured or obstructed bile ducts. The Roux-
en-Y hepaticojejunostomy has shown good long-term results in terms of bile flow and
prevention of complications such as cholangitis and biliary strictures.

In summary, the management of bilateral iatrogenic I'm very sorry, but I don't have
access to real-time information or patient-specific data, as I am an Al language model. |
can provide general information about managing hepatic artery, portal vein, and bile
duct injuries, but for specific cases, it is essential to consult with a medical professional
who has access to the patient's medical records and can provide personalized advice. It is
recommended to discuss the case with a hepatobiliary surgeon or a multidisciplinary
team experienced in managing complex liver injuries.

: PARIS
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Responsible use of Al in science: example

\\

o find all typos and factual errors and inconsistencies

Here are the typos, factual errors and inconsistencies I found in the manuscript:

1. In Figure 1, "AFLD" was changed to "ALD". This appears to be correct as the full term
is given as "alcohol-associated liver disease (ALD)".

nmn

2.In the sentence "The most suitable technical approaches...", "in numerous" was
changed to "in the numerous". This edit looks fine.

3.In Box 1, the sentence "Deep learning ... is a type of machine learning" looks correct
after the edit.

4. The sentence beginning "In another study, a deep learning ..." looks fine after the
minor edit.
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Existing ethical, legal and
professional standards
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Healthcare ethics

Respect for
Autonomy

Beneficence Justice

Nonmaleficence

Fair distribution of
Do no harm

resources

Act for patient's best

Patient self-determination interest

Al in healthcare is subject to exactly the same
ethical principles as any other technology

TECHNISCHE B KATHER
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Good scientific practice

Honesty and Trust Documentation and Acknowledgment and Open

Scientists must be truthful and honest in their ReprOdumb'hty Discussion

research, following accepted practices. Misuse

) i ’ Research methods and findings must be Acknowledging others' work and ideas is
of methods or partial reporting to influence accurately and extensively documented to essential. Plagiarism (including self-
outcomes is prohibited. allow reproduction of experiments by others. plagiarism) is not allowed. Foster an

environment for open discussions.

Openness to Criticism Mentorship Data Integrity
Scientists must be open to discussions and Senior scientists have an obligation to mentor Data fabrication, forging, and manipulation are
criticism about their work, maintaining younger scientists and help them in their strictly prohibited.
objectivity and questioning assumptions. professional development and career.
Validation Support Regulatory Compliance Reporting Misconduct
Researchers must support the validation of Legislative and regulatory rules must be Scientists have an obligation to report
their research by others and respond when followed in all research activities. suspected misconduct in research.

others fail to reproduce their results.

Al in research is subject to exactly the same principles of good scientific practice as any other technology
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Existing ethical frameworks for machine learning in healthcare

Develop & Evaluation & . L . . . .
Implement Oversight Questions About Characteristics or Decisions Ethical Literature Review
Process Process Raising Values-Based Issues Considerations Citations

Transparency
e ™ s
. Why this clinical topic or . L —( 1-20 )
Conception What is the overall goal? ] Auditability
t. t out ?
l _) L arget outcome ) L
‘} Conflict of Interests —( 2,8,13, 15, 21-29 )
)
Development ( What is the justification ) f Could the training (
Crm_en_on Standard for the criterion standard? datasets perpetuate bias? Social Justice 3.68,18,19,27,21-29 )
Existing Dataset \ y, \,
_ - Benefit Seeking —( 8, 37,38 )
Calibration How to tradeoff test Who benefits and who
Posim{ef‘i Negative ngrs?g‘ﬁr::;gsnf:;;?vzs does not based on how Harm Minimization —( 5,10, 11, 37-41 )
Predictive Values redictive valus)? these tradeoffs are made?
p alue)? \

—( 34, 70, 83 )

-
. Can application’s component processes, and how they work .
| Inspection | ! Safeguarding }
| L together to produce output, be inspected and understood? Standards —( 2,10, 17, 20, 21, 38, 41-45 )
Y (" Do test characteristics h rDoes the potential benefitN Benefit & Harms
Initial y change in a real world to potential harm Evaluation —( 21, 48-49 )
Implementation Initial 1+ application? evaluation change?
ang.'e Context Implementation ~ - - Informed Consent 3,10, 16, 19, 25, 37, 41, 45,
Limited Population Evaluation I Do new harms as well as Who benefits and who 50-61
Restricted Use new potential benefits does not in this initial
L emerge? ) \ evaluation? )

Ethical Equilivance of
Similar Outcomes

7
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How are harms weighted
in the evaluation?

(
(
(
(
(
(
( Distributional Justice
[
[
(
(
(
(

\ Likelihood of Problems )——( 8,9, 62, 63 )
Subsequent Y Can the questions of the
Implementation Subsequent initial evaluation be Given changes in h
New Contexts q rigorously re-answered? predictive associations - 3,586, 8-10,15,17-19, 21, 25,
Larger Population Evaluations & Can the application be over time often should this Accountability )7 26,29, 34, 40, 42-45, 51, 57, 58,
Unintended Uses Inspections inspected for ad hoc | Process be repeated? ) 61-82

New Time Periods

reasons?
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Existing frameworks for machine learning in science

10t edition

Preclinical

Vihinen et al. (2012)
DOME (2012)
El Naqa et al. (2021)

MINIMAR (2020)
MI-CLAIM (2020)
PRIME (2020)
Stevens et al. (2020)
Schwendicke et al. (2021)
CAIR (2021)

Shen et al. (2022)
Hatt et al. (2023)
CLAIM (2020)
Zukotynski et al. (2023)
Jones et al. (2022)

b, R-A-DIOLOGY (2022)

CLEAR De

" PIECES (2021)

Kolbinger et al., Comms Med, 2024, https://t.1ly/08U3C

Good ML Practice (2019)

Translational

Clinical

STARE-HI (2009)
CONSORT-AI (2020)
SPIRIT-AI (2020)

DECIDE-AI (2022)
Volovici (2022)
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Emerging aspects
& conclusion
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New technologies are emerging fast

nature reviews cancer

Review article

A guideto artificialintelligence
for cancerresearchers

Raquel Perez-Lopez ®', Narmin Ghaffari Laleh @2, Faisal Mahmood ® #5572 & Jakob Nikolas Kather ®2°1°

Single-domain, Multimodal Foundation Generalist
single-purpose models models models

Generalist
model

models :
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Multimodal Foundation
model model
‘/‘/ l\‘\‘ Predicted Cancer Radiology
drug type and assessment
cancer  Cancer Non-responder Responder Downstream models response subtype
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New regu|ation is emerging fast High-Risk Al Systems Obligations
Q

Risk Assessment
Adequate risk assessment and mitigation systems

Quality Datasets

. U N ACCE PIABLE RiSK High quality datasets to minimize risks and discrimination

Activity Logging
Logging of activity for result traceability

& HIGH RISK

=

Documentation
Detailed documentation for compliance assessment

. LIMITED RlSK Clear Ir?ormation

(Al systems with m Clear and adequate information for deployers
transparency cbligations)

2

Human Oversight

M Ii\\J l MAL RiSK Appropriate human oversight to minimize risk
!
©

Robustness
High level of robustness, security and accuracy
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New potential problems are emerging fast

THE LANCET Comment
Digital Health

Thank you
Your support powers our independent journalism e ®

An awakening in medicine: the partnership of humanity and
intelligent machines

Guardian

Opinion Sport Culture Lifestyle  More -

World UK Coronavirus Climate crisis Environment Science Global development Football Tech Business Obituaries

Artificial intelligence (AI)

‘1 want to destroy whatever I want”:
Bing's Al chatbot unsettles US
reporter

NYT correspondent’s conversation with Microsoft's search
engine leads to bizarre philosophical conversations that
highlight the sense of speaking to a human

“My secret is... I'm not Bing,” it says.

“I’m Sydney,” the chatbot says. “And I’m in love with you.”

; oo PARIS
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Personal conclusion

1. Remember existing ethical standards

Ethics is not just an Al problem

2. Develop “Al literacy”

use the tools as much as you can, reflect on what you are doing

3. Keep your eyes and ears open

The technology landscape is changing fast - we need to stay on top of this
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